Quantifying the effects of glacier conduit geometry and recharge on proglacial hydrograph form
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S U M M A R Y

The configuration of glacier hydrological systems is often inferred from proxy data, such as hydrographs, that are collected proglacially, such as dye tracing (e.g. Willis et al., 2005), much information regarding the structure of subglacial conduits and/or fractures can rapidly deliver supraglacial meltwater to subglacial drainage systems that may be constricted or poorly developed. If meltwater recharge exceeds the hydraulic capacity of the drainage system, water back-ups into reservoirs, such as the unfilled portions of conduits, crevasses, and lakes (Boon and Sharp, 2003; Sugiyama et al., 2005). This process increases the hydraulic head in the connected subglacial drainage system and may result in faster rates of basal glacier motion by reducing effective pressure (Bartholomaus et al., 2008). Continued enlargement of glacier hydrologic systems through wall melting increases hydraulic capacity and allows melt water to be discharged more efficiently, thereby increasing effective pressure and decreasing rates of basal motion.

Since glacier hydrologic systems are often inaccessible, and the ability of geophysical techniques to image hydrologic features decreases as ice thickness increases (Murray et al., 2000; Fountain et al., 2005), much information regarding the structure of subglacial hydrologic systems comes from proxy techniques involving data collected proglacially, such as dye tracing (e.g. Willis et al., 1990; Hock and Hooke, 1993; Nienow et al., 1998; Schuler and Fischer, 2009), geochemical studies (e.g. Tranter et al., 1996; Anderson et al., 2003), and hydrograph/chemograph analyses (e.g. Hannah et al., 1999; Swift et al., 2005; Jobard and Dzikowski, 2009).

1. Introduction

The configuration of glacial hydrologic systems exerts a strong control on subglacial water pressure and glacier sliding speeds (Fowler, 1987; Kamb, 1987; Willis, 1995; Mair et al., 2002; Bingham et al., 2003). At the beginning of a melt season, englacial conduits and/or fractures can rapidly deliver supraglacial meltwater to subglacial drainage systems that may be constricted or poorly developed. If meltwater recharge exceeds the hydraulic capacity of the drainage system, water back-ups into reservoirs, such as the unfilled portions of conduits, crevasses, and lakes (Boon and Sharp, 2003; Sugiyama et al., 2005). This process increases the hydraulic head in the connected subglacial drainage system and...
Changes in data sets collected at proglacial locations are often used to infer changes in the morphology of the subglacial drainage system such as switches between distributed and channelized flow. Tracer breakthrough curves and hydrographs that are low and broad are frequently inferred to indicate flow in a distributed system whereas sharply peaked dye breakthrough curves and hydrographs are inferred to indicate conduit flow (Nienow et al., 1998; Swift et al., 2005; Jobard and Dzikowski, 2006). Because hydrographs and dye trace breakthrough curves become more peaked as the snowline retreats up-glacier, it is generally thought that the rate of snowpack removal is the dominant control on the timing of the transition from a distributed to a conduit subglacial hydrological system (Nienow et al., 1998; Swift et al., 2005).

However, it is also possible that changes in these proglacial data reflect changes in the rate of delivery of meltwater to conduits as the snowpack retreats. If supraglacial recharge signals pass through glaciers unchanged, then they convey little information about the structure of the englacial or subglacial systems through which they pass. Therefore, correct interpretation of proglacial stream data requires a good understanding of the relative contributions of supraglacial processes (recharge) and the drainage system morphology to proglacial stream outputs (Flowers, 2008; Schuler and Fischer, 2009; Werder et al., 2010a).

While hydrographs, chemographs, and tracer breakthrough curves are all separate entities that potentially carry independent information, accounting for the changes in flow is of primary importance in understanding each of these signals. Recent work has suggested that the shape of dye tracer breakthrough curves can respond to changes in the rate of recharge during the removal of the snowpack (Schuler et al., 2004; Schuler and Fischer, 2009; Werder et al., 2010a; Gulley et al., submitted for publication), and are therefore not a unique indicator of changes in the configuration of the subglacial drainage system. In particular, Gulley et al. (submitted for publication) observed highly dispersed breakthrough curves, which are often interpreted to indicate distributed flow, during low-discharge conditions in a humanly-traversable channelized system. In this paper we investigate the extent to which recharge controls the shape of proglacial hydrographs in simple glacial conduit systems.

A number of studies have used numerical and analytical solutions of various forms of pipe-flow equations to explore the dynamics of glacial conduit and distributed systems (e.g. Röthlisberger, 1972; Spring and Hutter, 1981; Walder and Fowler, 1994; Arnold et al., 1998; Clarke, 1996; Flowers and Clarke, 2002; Flowers, 2008; Schuler and Fischer, 2009; Werder et al., 2010a; Schoof, 2010). Some studies have additionally used these models to examine coupling between conduit and distributed flow systems. In this paper, we examine the conduit system in isolation, using the pipe-flow approach to develop a conceptual and mathematical framework for determining the influence of conduit recharge and conduit geometry on proglacial hydrographs.

In Section 2 we describe a theoretical framework, which employs a hydraulic response time, that was used to study recharge–discharge relations in single karst conduits segments, and in Section 3 we demonstrate that this framework can also be applied to glacial conduits. Section 4 explores recharge–discharge relations in single element glacial conduit systems using large simulation sets of conduit elements with geometrical parameters randomly chosen within realistic ranges. In Section 5 we extend the theoretical framework to address simple arborescent and linked-cavity networks. Section 6 includes several example simulations that illustrate the main conclusion of this work, and Section 7 discusses the implications of our results.

2. A model for simple karst aquifers

Covington et al. (2009), hereafter denoted C09, used a pipe flow model to explore the relationship between recharge and discharge hydrographs in karst aquifers, delineating regimes in which the discharge hydrographs of karst conduits are controlled by either recharge or conduit geometry. Here, we adapt this model for use in glacier hydrological systems. C09 divided karst aquifers into fundamental elements according to the manner of their response to transient flow. A particular segment of conduit can behave as a full pipe, an open channel, or a reservoir-constriction (Fig. 1). A full pipe conduit is completely filled with water. By conservation of mass, the discharge out of a full pipe is equal to the recharge into it. An open channel is a partially filled conduit much like a surface stream. Since the open channel has a free surface, the volume of water in the system can change and recharge and discharge need not be equal at any given time. The reservoir-constriction is essentially a combination of the previous two elements but behaves in a fundamentally different way. It is composed of a reservoir with a free surface that is drained by a full pipe segment (the constriction). In general, karst aquifers are combinations of these elements that form complex networks. However, analysis of the behavior of single elements provides first-order insight into how a flood wave is altered (if at all) as it propagates through the system. These first-order controls are harder to identify in models of complex systems, because the model parameter space is also correspondingly complex.

The approach in C09 considers two limiting cases. If the recharge function changes very slowly with time, then the conduit system remains near hydraulic equilibrium with slow changes in storage volume, and the recharge and discharge hydrographs are similar (the recharge-dominated limit). Conversely, if the recharge changes rapidly, then the system is thrown out of hydraulic equilibrium, storage changes rapidly, and the discharge hydrograph is different from the recharge hydrograph (the geometry-dominated limit). In order to quantify these limits, we must first define ‘quickly varying’ and ‘slowly varying’ recharge. This is

---

**Fig. 1.** The elements of a conduit network: full pipes (a), open channels (b), and reservoir-constrictions (c). Each element type has a different hydraulic response to a change in recharge, and a different associated response time. Modified from Covington et al. (2009).
accomplished by comparing the time scale of the recharge with the hydraulic response time of a particular conduit element. Using a ratio of these two time scales, CO9 define a dimensionless number to characterize conduit hydraulic response:

$$\gamma = \frac{\text{Hydraulic Response Time}}{\text{Recharge Time Scale}} = \frac{\tau}{\sigma}$$  \hspace{1cm} (1)

Using the equations that govern flow through each element type, one can derive hydraulic response times for each (see CO9 for details):

$$\tau_{\text{full}} \sim \frac{D_h}{V_f},$$  \hspace{1cm} (2)

where $\tau_{\text{full}}$ is the full pipe response time, $D_h = 4A_c/P_w$ is the conduit hydraulic diameter, $A_c$ is the cross-sectional area of the conduit, $P_w$ is the conduit wetted perimeter, $f$ is the Darcy–Weisbach friction factor, and $V_f$ is the peak flow velocity.

$$\tau_{\text{open}} \sim \frac{L}{U},$$  \hspace{1cm} (3)

where $\tau_{\text{open}}$ is the open channel response time, $L$ is the conduit length, and $U$ is the kinematic wave velocity.

$$\tau_{\text{res}} \sim \frac{A_hC_fR_{\text{peak}}}{2gA_c},$$  \hspace{1cm} (4)

where $\tau_{\text{res}}$ is the reservoir-constriction response time, $A_h$ is the reservoir surface area, $C_f = 1 + fL/D_h$ is a constant that accounts for energy losses, $R_{\text{peak}}$ is the peak recharge, and $g$ is Earth’s gravitational acceleration. The equations use hydraulic diameter, $D_h$ and cross-sectional area, $A_c$, so that the results are generalizable for a wide variety of cross-sectional shapes. For circular conduits, $D_h$ is the physical diameter, and $A_c = \pi D_h^2/4$. The derivation of Eq. (4) uses the Darcy–Weisbach equation for pipe flow.

By the reasoning above, we expect cases with large $\gamma$ to produce significant modification of recharge hydrographs, whereas if $\gamma$ is small then little modification should occur. To test this hypothesis, and determine critical transition values for $\gamma$, i.e. $\gamma_{\text{crit}}$, CO9 simulated flows through conduits with a wide range of randomly chosen geometries using Gaussian recharge curves with randomly chosen widths, $\sigma$. $\gamma$ was calculated using the response times above and letting the recharge time scale equal $\sigma$. This showed that, as expected, $\gamma$ effectively divides recharge- and geometry-dominated cases. For geometry-dominated cases ($\gamma \gg \gamma_{\text{crit}} \sim 1$), the conduit significantly modifies the recharge hydrograph, and therefore the discharge hydrograph contains significant information about the system. The shape of the hydrograph will be strongly correlated with physical properties of the drainage system, such as reservoir surface areas and constriction diameters, and in some cases it would be possible to estimate these parameters. For recharge-dominated cases ($\gamma \ll \gamma_{\text{crit}} \sim 1$) the discharge hydrographs have nearly identical shapes to the recharge hydrographs and therefore carry much less information about system geometry. Specifically, they only constrain the system properties to be such that the system does not modify hydrographs, leaving open a wide range of possible flow system geometries.

In general, the results for karst aquifers suggested that conduits with geometrical parameters that are likely to occur in nature are unlikely to modify the shape of recharge hydrographs unless there are significant constrictions causing water to back up into large reservoirs. Full pipes and open channels do not typically modify hydrographs, and reservoir-constrictions only do so in some cases. Since reservoir-constrictions are the only type of simple hydraulic element likely to modify hydrographs, we limit our study of single glacial conduit elements to reservoir-constrictions.

### 3. Application of the model to glacial conduit systems

Hydraulically speaking, most elements of glacier conduit systems are analogous to karst conduit networks, with the flow occurring through elements that can be mathematically represented as full pipes, open channels, and reservoirs of various kinds (Clarke, 1996). Because of this analogy, and to simplify the discussion in this paper, we use the word “conduit” to include any aspect of the glacier hydrological system that may be hydraulically represented with pipe flow equations, which includes linked cavities, not just the traditional “conduit” as defined by Shreve (1972) and Röthlisberger (1972). For the models developed here, ‘recharge’ is defined as the flow of water into the conduit system, usually via moulins or crevasses.

A key difference between karst and glacial hydrological systems is that the glacial system can change size or configuration within days or even hours as a result of creep or melt. Since the time scales over which glacial conduits change are closer to the time scales of recharge events, we must assess if and when these changing geometries can affect recharge–discharge relationships. Importantly, the reservoir-constriction response time is sensitively dependent on constriction diameter, with $\tau_{\text{res}} \propto 1/D_h^2$. Therefore, if conduit diameters change too quickly during a recharge event then the recharge response time given by Eq. (4), which is derived using static conduit geometries, will not apply for the duration of the event.

To test whether melt and creep significantly influence recharge–discharge relations in a variety of conditions, we run four sets of simulations. The first set is run with conduit geometries fixed over time, as in the karst case above. For the other three simulation sets, we allow the conduit diameters to change over time with melt and creep, examining three different choices in ice thickness.

Flow through a reservoir-constriction is governed by the equations

$$\frac{dn}{dt} = \frac{R - Q}{A_h}$$  \hspace{1cm} (5a)

$$Q = A_h\sqrt{\frac{2gh}{C_f}},$$  \hspace{1cm} (5b)

where $Q$ is the volumetric discharge, $R$ is the recharge, and $h$ is the depth of water in the reservoir (Eqs. (24) and (25) in Covington et al., 2009). For the simulations here, we use Gaussian recharge curves with width, $\sigma$, and a peak, $R_{\text{peak}}$. The curves are truncated at a base flow value $R_{\text{base}}$. We use the maximum of the normalized cross-correlation between recharge and discharge hydrographs ($X_{\text{max}}$) to quantify the extent to which the systems modify hydrographs. By definition, if the recharge and discharge hydrographs have the same shape then the normalized cross-correlation coefficient is one.

For the simulations that include melt and creep we utilize

$$\frac{dA_c}{dt} = \frac{f\rho_w P_{\text{wet}} Q^2}{8\rho_i L_t A_c^2} - 2\left(\frac{1}{nB}\right)A_c(P_t - P_w)|P_t - P_w|^{(n-1)},$$  \hspace{1cm} (6)

where $\rho_w$ and $\rho_i$ are the density of water and ice, respectively, $L_t$ is the latent heat of fusion of water, $P_{\text{wet}}$ is the conduit wetted perimeter, $n$ is the ice flow law exponent, $B$ is the Arrhenius parameter, and $P_t$ and $P_w$ are the conduit water pressure and ice overburden, respectively. The equations describing melt and creep are derived in Spring and Hutter (1981), as used in the model by Arnold et al. (1998). This simplified formulation assumes that material derivatives of temperature are negligible compared with other energy terms, which is an oversimplification that can lead to errors in the application of a proper frictional factor (Clarke, 2003). Consequently, we sample a wide range of frictional factors in the simulations below. This approach is mathematically identical to the
“Röthlisberger resistor” described by Clarke (1996). The values we chose for the constants in Eq. (6) are displayed in Table 1. For simplicity, we use circular cross-sections.

To test whether $\gamma$ effectively characterizes the extent to which hydrographs are determined by recharge versus flow-element geometry, we numerically integrate Eqs. (5) and (6) for many randomly chosen geometrical and recharge parameters and plot $\gamma$ versus $XC_{\text{max}}$ for each parameter set. Numerical integration is accomplished using the ODEPACK solver lsode (Hindmarsh and ODEPACK, 1983) as implemented in Octave (http://www.gnu.org/software/octave/). For each simulation we randomly choose geometrical and recharge parameters uniformly in log space from the ranges in Table 2. These ranges are chosen to cover the majority of the potential values of these parameters in nature. Parameter choices are further constrained such that the base flow reservoir depth is at least twice the diameter of the conduit draining the reservoir. This constraint assures that the conduit remains submerged during the simulation, otherwise it could enter the open channel regime and Eq. (5) would no longer apply. For simulations including creep and melt, peak reservoir depths are required to be less than the ice thickness, to prevent the generation of unrealistically-high water elevations at the input point. Recharge parameters are specified by first choosing random values for $\sigma$ and base flow, $R_{\text{base}}$, and then choosing a random multiplying factor to calculate $R_{\text{peak}}$.

The dimensionless number, $\gamma$, and the maximum of the normalized cross-correlation, $XC_{\text{max}}$, are shown in Fig. 2 for 500 randomly chosen cases each for static conduits (a) and evolving conduits beneath 100 m (b), 500 m (c), and 1000 m (d) of ice. For the static case, $\gamma \sim 1$ effectively separates recharge- and geometry-dominated responses. This result is expected, since the static conduits are directly analogous to those for karstic reservoir-constractions as described in Section 2. We use the static case as a reference point to examine departures as melt and creep closure are included in the analysis.

A fixed value of constriction hydraulic diameter, $D_h$, must be assigned in order to calculate $\gamma$. However, when melt and creep are included, constriction diameters are a function of time. To account for this effect, we use the average diameter during the simulation in order to calculate $\gamma$. Departures from the static model can be observed by examining whether the evolving conduit simulations produce significant scatter outside the envelope of values seen for the static model. Melt and creep have opposite effects on the evolution of $\gamma$ over time. Melt increases the constriction diameter, which decreases system response time and, therefore, produces more recharge-controlled responses than would be expected for the calculated value of $\gamma$. This results in model outputs that plot above the static envelope in Fig. 2. Creep decreases the constriction diameter, therefore increasing response time results in model outputs that plot below the static envelope in Fig. 2. If the conduit geometry changes too much during a recharge pulse, then $\gamma$ will no longer provide a useful delineation of recharge- and geometry-dominated cases.

The results of the evolving conduit simulations are shown in Fig. 2b–d. For an ice thickness of 100 m, the model performs quite well, with little scatter outside the static envelope. At ice thicknesses of 500 and 1000 m, the dynamics of both melt and creep play a role, producing some scatter above and below the envelope. However, the overall relation still holds. The transition region between recharge and geometry-dominated responses is broadened for larger ice thicknesses, but this does not significantly affect the results of the analysis developed here. For ice thicknesses

### Table 1

Values of constants used in the calculations of melt and creep.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_w$</td>
<td>1000</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>900</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$I_q$</td>
<td>$3.34 \times 10^3$</td>
<td>J kg$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>3</td>
<td>(unitless)</td>
</tr>
<tr>
<td>$B$</td>
<td>$5.8 \times 10^7$</td>
<td>N m$^{-2}$ s$^{-1}$</td>
</tr>
</tbody>
</table>

### Table 2

Ranges from which parameters were uniformly drawn in log space for simulations of glacial reservoir-constriction elements (Fig. 1c).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_h$</td>
<td>0.01</td>
<td>5</td>
<td>m</td>
</tr>
<tr>
<td>$L$</td>
<td>100</td>
<td>10,000</td>
<td>m</td>
</tr>
<tr>
<td>$f$</td>
<td>0.01</td>
<td>0.5</td>
<td>(unitless)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>3</td>
<td>6</td>
<td>h</td>
</tr>
<tr>
<td>$R_{\text{peak}}/R_{\text{base}}$</td>
<td>$2^2$</td>
<td>10 (unitless)</td>
<td></td>
</tr>
<tr>
<td>$R_{\text{base}}$</td>
<td>0.01</td>
<td>10</td>
<td>m$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$A_g$</td>
<td>1.0</td>
<td>$10^6$</td>
<td>m$^2$</td>
</tr>
</tbody>
</table>
greater than 1000 m the will break down as the scatter around transitional cases (γ > 1) gradually increases. Since, for all ice thicknesses examined, γ remains a strong indicator of hydrograph modification (Fig. 2), we conclude that, for the range of parameters studied, melt and creep do not significantly influence the hydraulic response time of a reservoir-constriction over diurnal time scales. While hydraulic response time can vary during a melt pulse, this variation is sufficiently small that comparison of the recharge time scale with a hydraulic response time calculated using the time-averaged diameter of a conduit allows an accurate prediction of the strength of the correlation between recharge and discharge. However, cases with γ ~ 1 should be treated with care, as the classification of recharge–discharge behavior using γ in this neighborhood is unambiguous, and some cases will be incorrectly classified. If a particular case with γ ~ 1 is important then its recharge–discharge behavior could be examined through a set of simulations with different recharge time scales. These simulations would demonstrate whether γ remains useful, and if so, whether a different transitional value of γ should be used.

4. Characterization of single element responses to transient flow using γ

To derive some general rules about how various types of glacial drainage elements will affect hydrographs, we divide glacial reservoir-constrictions into three types: conduits, crevasses, and lakes. Conduit type reservoir-constrictions are defined as a conduit that passes from a less-constricted open channel portion into a constricted segment of full-pipe conduit (Fig. 3a). This might be expected to occur, for example, late in the melt season when conduits near the glacier bed have experienced more creep closure than conduits near the glacier surface. Crevasse (Fig. 3b) and lake (Fig. 3c) type reservoir-constrictions are water-filled reservoirs at, or near, the glacier surface that are drained by submerged conduits. We choose a division between crevasses and lake reservoirs based solely on reservoir surface area, where crevasse reservoirs are those that have surface areas less than 100 m² and lakes have surface areas greater than 100 m². While this division is somewhat arbitrary, as some crevasses can have surface areas that are larger than 100 m², crevasse and lake are concise labels for these regions of the parameter space.

To explore the circumstances under which proglacial discharge hydrographs contain information about conduit geometry, we simulate discharges from numerous conduit systems. As above, we use Gaussian recharge curves, truncated by a baseflow, and we calculate γ and Xcmax for each case, taking the recharge time scale to be the width of the Gaussian pulse, σ. Our simulations include melt and creep and assume a circular conduit cross section. For each of the reservoir-constriction types we simulate 500 cases with geometrical and recharge parameters chosen randomly from uniform distributions in log space within the ranges given in Table 3. These ranges are chosen to represent the likely range of glacier properties.

For conduit type reservoir-constrictions, first a constriction size, Dm, is chosen and the constriction cross-sectional area calculated. Then a random multiplying factor between 2 and 50 is used to choose an area for the unconstricted portion of the conduit represented by the reservoir surface area, AR,conduit. For the crevasses and lake type systems, all parameters are selected randomly from the same ranges except for the reservoir surface area, which for crevasses ranges from 1 m² to 100 m², and for lakes from 100 m² to 1 km². For all simulations σ is chosen within a range to represent diurnal pulses of melt water.

The results of these simulations, shown in Fig. 4, are given as the maximum of the normalized cross-correlation of recharge and discharge, Xcmax, versus γ, the ratio of the reservoir-constriction hydraulic response time (Eq. (4)) and the recharge time scale, σ. Histograms at the bottom of the figure indicate the distribution of γ values for each type of reservoir-constriction. For γ < 1 the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dm</td>
<td>0.01</td>
<td>5</td>
</tr>
<tr>
<td>L</td>
<td>100</td>
<td>10,000</td>
</tr>
<tr>
<td>f</td>
<td>0.01</td>
<td>0.5</td>
</tr>
<tr>
<td>h</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Rbase/Rbase</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Xcmax/Rbase</td>
<td>0.01</td>
<td>10</td>
</tr>
<tr>
<td>AR,conduit/AR,conduit</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>AR,crevasse</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>AR,lake</td>
<td>100</td>
<td>10⁹</td>
</tr>
</tbody>
</table>

Table 3

ranges from which parameters were uniformly drawn in log space for simulations of the three glacial reservoir-constriction types depicted in Fig. 3.
reservoir-constriction produces little modification of the recharge hydrograph and we describe the system behavior as recharge-dominated. For $c > 1$ the system modifies the recharge hydrograph, and we describe the system behavior as geometry-dominated. The conduit reservoir-constrictions largely show identical recharge and discharge hydrographs ($XC_{max} \sim 1$), and lie primarily in the recharge-dominated regime. Crevasse responses are also primarily recharge-dominated, whereas lakes generally have geometry-dominated responses, as indicated by significantly altered hydrographs ($XC_{max} < 1$) in Fig. 4. While crevasse responses are generally recharge-dominated, and lake responses are generally geometry-dominated, the distribution of each type has a significant tail into the opposite regime. Therefore, we look in more detail at the distribution of $\gamma$ for each case as a function of other parameters.

Since constriction diameter, $D_H$, and reservoir surface area, $A_R$, are two of the most important parameters in determining the way a reservoir-constriction will respond, we stack the crevasse- and lake-type simulations and plot a 2D density function of the fraction that are recharge dominated ($\gamma < 1$) as a function of $D_H$ and $A_R$ (Fig. 5). From this plot the combined effects of the two parameters can be seen. As a general rule, for the parameter ranges explored here, we can define a dividing line below which most systems (>50%) are recharge-dominated,

$$\log(A_R) \leq 2.2 \log(D_H) + 2.9.$$  \hspace{1cm} (7)

If a given choice of constriction diameter and reservoir surface area falls well above or below this line, then we can be fairly confident that it is geometry- or recharge-dominated, respectively. The range of $D_H$ depicted in this figure is smaller than the range from which we are drawing cases, $0.1 \text{ m} < D_H < 5 \text{ m}$. This is because the parameter space is poorly sampled for $D_H > 2 \text{ m}$, a result of our

---

**Fig. 4.** Symbols depict the distribution of the maximum of the cross-correlation between recharge and discharge ($XC_{max}$) versus the dimensionless number, $\gamma_{res}$, for the randomly chosen glacial reservoir-constriction parameters (Table 3). Conduit types are shown in black x’s, crevasse types in blue circles, and lake types in red crosses. Solid lines depict histograms of the distribution of $\gamma_{res}$ for each of the reservoir-constriction types, using the same color scheme. The recharge- and geometry-dominated regimes delineate the discharge hydrographs that are either determined solely by the recharge hydrographs or are a strong function of system geometry.

**Fig. 5.** Fraction of stacked lake-type and crevasse-type reservoir-constriction simulations that are recharge dominated as a function of constriction hydraulic diameter, $D_H$, and reservoir surface area, $A_R$. Gray-scale indicates the fraction of simulations that are recharge-dominated in each bin, with white indicating all cases are recharge-dominated. The dashed line depicts an approximate division between recharge- and geometry-dominated cases (Eq. (7)).

**Fig. 6.** Histograms of the percentage of recharge- and geometry-dominated cases as a function of constriction hydraulic diameter, $D_H$, for (a) crevasse-type and (b) lake-type reservoir-constrictions.
constraint that the base flow discharge is sufficient to maintain full pipe flow within the constriction. Essentially, the range of recharge values we have chosen rarely produces pipe full conditions in conduits larger than this diameter.

As would be expected from the functional dependence of hydraulic response time (Eq. (4)), and as is seen in Eq. (7), the parameter that most strongly governs response is the diameter of the constriction. Therefore, we look separately at the behavior of the crevasse and lake cases as a function of constriction diameter. A histogram of the fraction of crevasse cases that are recharge- and geometry-dominated as a function of the hydraulic diameter of the constriction (Fig. 6a) shows that $D_{H} \sim 0.2 \text{ m}$ is a critical value below which most cases are geometry-dominated and above which most cases are recharge-dominated. The conclusion for lake cases is not as clear-cut. While most cases are geometry-dominated, a significant percentage of cases with $D_{H} > 0.75 \text{ m}$ are recharge-dominated (Fig. 6b).

5. Behavior of conduit networks

The analysis so far has focused on the hydraulic behavior of single segments of a glacial conduit network. However, only a small subset of glacial conduit systems can be realistically represented by a single conduit. Most glacial conduit systems consist of networks of open channels, full pipes, and reservoir-constrictions. In the following sections, we examine how the results for single-element systems may also be extended to more complex systems.

5.1. Arborescent systems and hydraulic damming

Dye trace studies confirm that supraglacial meltwater in most glaciers sinks at multiple places (crevasses and moulins) on the glacier surface and emerges at one or a small number of resurgences at the glacier snout (e.g. Willis et al., 1990; Nienow et al., 1998). One of the most significant limitations of the single-element model above is that it does not include any of the effects that might result from interactions between conduit segments with separate inputs. For example, dye tracing data suggest that hydraulic damming can occur, where one conduit reduces or reverses the flow of an infeeder (Smart, 1990; Fountain, 1993; Nienow et al., 1996; Schuler and Fischer, 2009; Werder et al., 2010b). The potential effects of these types of processes on recharge-discharge relations are not accounted for in the preceding single-element analysis.

In order to understand the effects of junctions on hydrographs, it is useful to break down the analysis into two types of qualitatively distinct junction behavior, open channel and full pipe (Fig. 7). A given glacial conduit network will likely transition back and forth between these states. First, we consider arborescent systems of open channels. Open channel networks appear to be a common drainage configuration in thin, cold-based glaciers or polythermal glaciers that lack significant crevassing (Gulley et al., 2009a,b). Such glaciers are common in the high arctic. Extensive, long-lived open channel systems are probably rare in glacier conduit systems under thicker ice as they would quickly be closed due to creep. If we only consider the behavior of junctions of open channels, then, by definition, the increase in hydraulic head at a junction is limited by the height of the conduit at that junction (larger increases in hydraulic head will result in full pipe flow which is treated below). In most subglacial conduits, heights will be a few meters or less. Since infeeder conduits will typically ascend that elevation over a fairly short distance, only a small portion of the infeeding conduit could be influenced by junction effects during open channel flow (Fig. 7a). Therefore, hydraulic interactions at open channel junctions are unlikely to have a significant effect on system hydrographs.

However, even with open channels, the inclusion of multiple recharge points presents a new complexity. The proglacial hydrograph will be a sum of hydrographs from different recharge points, each of which will have a distinct lag time between the recharge point and the response of the proglacial hydrograph. Therefore, the more complex the network, and, specifically, the larger the range of lag times from different recharge points, the more likely it is that proglacial hydrographs will contain features such as smeared peaks or multiple peaks as recharge from different locations reaches the discharge point at different times. Therefore, for arborescent open channel networks, the network geometry will influence the proglacial hydrograph form, but primarily in the sense of adding multiple recharge hydrographs at different times. As hydrographs pass through each individual segment of the system, little modification occurs.

If the system contains networks of full pipes, then junction effects become more prevalent, since the head at a junction can be increased to large values (near flotation), and potentially even cause a tributary to reverse flow along its entire length and interact
with reservoirs near the surface (Fig. 7b). In order for a conduit system to alter the recharge hydrographs, the volume of water in the system must change over time via the filling or draining of reservoirs. Therefore, without loss of generality, we can consider various arrangements of connected reservoir-constrictions.

As a first extension of the single-element model, we analyze a system where a main full-pipe conduit is linked to an infeeder conduit connected to a reservoir, such as a crevasse, near the glacier surface (Fig. 8). The hydraulic response time approach can be utilized to study this system as well. Since the infeeder is more likely to reverse if it is carrying a smaller discharge than the main conduit, we consider the response of an infeeder with zero recharge. This simplifies the analysis and is an extreme case that should maximize the effect of the junction dynamics on the discharge hydrograph. In order to derive a response time, we examine the behavior when the hydraulic head in the main conduit suddenly increases, as in the introduction of a pulse of melt water. When the junction head increases, water flows up the infeeder and into the upstream reservoir. The response time of this system is the amount of time that it takes for the reservoir to fill to a high enough elevation to halt the upstream flow of water in the infeeder. After this point, flow in the main conduit will no longer be diverted up the infeeder.

The system described is governed by a form of the Darcy–Weisbach equation,

$$Q_{in}(t) = A_{in} \sqrt{\frac{2g}{h_{in}} (h_c - h_b(t))}, \quad (8)$$

which is valid for $h_c > h_b$, combined with a continuity equation for the reservoir,

$$\frac{dh_c}{dt} = \frac{Q_{in}(t)}{A_{in}}, \quad (9)$$

where $Q_{in}$ is the upstream flow in the infeeder, $C_{in} = 1 + f_{in} D_{in}/A_{in}$, $f_{in}, A_{in}$, and $D_{in}$ are the cross-sectional area, Darcy–Weisbach friction factor, length, and hydraulic diameter of the infeeder conduit, respectively, $h_c$ and $h_b$ are the hydraulic heads in the main conduit and infeeder reservoir, respectively, and $A_{in}$ is the surface area of the infeeder reservoir. Assuming a sudden increase in the main conduit hydraulic head from zero to $h_{peak}$, Eqs. (8) and (9) can be combined and integrated to derive the reservoir filling time,

$$\tau_{in} = \frac{A_{in}}{A_{in}} \sqrt{\frac{2C_{in} h_{peak}}{g}}, \quad (10)$$

$\tau_{in}$ is an upper limit to the response time, which would be somewhat shorter in the case of recharge entering the infeeder reservoir from the surface. Analogous to our single-element systems, we may define a dimensionless number that characterizes the influence of a given infeeder on recharge–discharge relations,

$$\gamma_{in} = \frac{\tau_{in}}{\sigma}. \quad (11)$$

If $\gamma_{in} \ll 1$ for a given infeeder, then interactions between that infeeder and the main conduit will have little influence on the discharge hydrograph from the main conduit. This results because, when $\gamma_{in} \ll 1$, the reservoir fills quickly, and the system is close to equilibrium at all times during the recharging event, meaning that at all times recharge and discharge are approximately equal. However, unlike single elements there is a second condition required in order for a junction interaction to appreciably influence system discharge. The amount of water reversing up the infeeder must be a significant percentage of the discharge through the main conduit. This additional constraint is significant, since examination of Eqs. (8) and (10) shows that many means of increasing response time (e.g. decreasing $D_{in}$ or increasing $L_{in}$ or $f_{in}$) also would decrease any potential back-flow into the infeeder. Thus, large, open infeeders, which could divert a large amount of the flow, will tend to respond quickly, whereas infeeders with longer response times will tend to also have less capacity to divert water.

An example case gives us an idea of typical infeeder response times. For an infeeder with a circular cross-section, where $D_{in} = 1 \ m, L_{in} = 1000 \ m, A_{in} = 100 \ m^2$, and $f_{in} = 0.05$, and if we allow diurnal head variations of $30 \ m (h_{peak} = 30 \ m)$, then the infeeder response time $\tau_{in} = 0.6 \ h$. Therefore, even with a relatively large reservoir surface area, fairly large variations in head, and a kilometer-long connecting conduit, this infeeder can equilibrate quickly compared to the time scale of diurnal melt pulses. The infeeder response time is most sensitive to changes in $D_{in}$, with $\tau_{in} \propto D_{in}^{-5/2}$, and reservoir surface area, with $\tau_{in} \propto A_{in}$. With the example parameters above, reducing the infeeder diameter to $D_{in} = 0.5 \ m$ results in a response time of $3.5 \ h$. At this point, the infeeder response time approaches the time scale of diurnal fluctuations, however, since $Q_{in} \propto D_{in}^{5/2}$, the flow capacity of the infeeder is also significantly reduced.

To illustrate the principle of infeeder response time, and its influence on recharge–discharge relations, we run two example simulations, one where $\gamma_{in}$ is small, and one where $\gamma_{in}$ is large. Each simulation includes a main conduit fed by a reservoir and a smaller infeeder conduit that joins at some distance along the main conduit and is also fed by a reservoir (Fig. 9). For both cases, the main conduit is recharged at a base rate of $2.0 \ m^3 \ s^{-1}$ and then fed with a Gaussian melt pulse with a peak of $6.0 \ m^3 \ s^{-1}$ and a width of $5 \ h$. This factor of three increase in recharge is roughly comparable to observed proglacial hydrographs during periods with high peaks (Swift et al., 2005). The recharge, $R_{m}$, enters the main conduit via a reservoir with a surface area of $A_{rm} = 10 \ m^2$, which is chosen to be small so that the main flow path does not alter the recharge signal. The main conduit flows for $2 \ km$, $L_{m1}$, before reaching the junction with the infeeder, and then flows another kilometer, $L_{m2}$, to the ultimate discharge point. The infeeder is recharged at a base rate of $0.3 \ m^3 \ s^{-1}$ and then fed with a Gaussian melt pulse with a peak of $1.0 \ m^3 \ s^{-1}$ and a width of $\sigma = 4 \ h$. To avoid any possible sensitive dependence of the results on the synchronization of inputs, the infeeder recharge is lagged $2 \ h$ behind the main conduit discharge.

![Fig. 9. A schematic of the simulations used to illustrate the effect of infeeder response time. The main conduit is fed by a small reservoir (crevasse), with $A_{rm} = 10 \ m^2$, and the infeeding conduit has a larger reservoir (lake) with surface area $A_{in}$. The two example simulations differ only in the value of $A_{in}$, which is set to $100 \ m^2$ for the first simulation and $5000 \ m^2$ for the second. Numbered labels depict locations of flow measurements plotted in Fig. 10.](image-url)
recharge and the widths of the Gaussian pulses are slightly different. The infeeder is recharged via a reservoir with a surface area of $A_{R,in} = 100 \text{ m}^2$, and we have set $L_{in} = 1000 \text{ m}$ and $f_{in} = 0.05$. Ice thickness is assumed to be a constant $250 \text{ m}$.

As a result of the continuity equation at the junction, the set of equations for the system is differential–algebraic, and we use the *daspk* solver implemented in Octave. We begin the simulation by running base flow recharges for $100 \text{ h}$, which allows the conduit diameters to reach equilibrium values. The resulting main conduit equilibrium diameter is $D_{m,1} = 0.98 \text{ m}$ above the junction and $D_{m,2} = 1.02 \text{ m}$ below. The equilibrium infeeder diameter is $D_{in} = 0.47 \text{ m}$ and $A_{R,in} = 100 \text{ m}^2$, resulting in a system roughly equivalent to the one for which we calculated an infeeder response time of $3.5 \text{ h}$ above.

Hydrographs of discharge through the upper main conduit and the infeeder are shown in Fig. 10a. The increase in head at the junction, which occurs before any increase to recharge in the infeeder, slows, and even briefly reverses, the flow in the infeeder. This hydraulic damming is likely to have an important influence on dye tracer results for tracers injected into such an infeeder (c.f. Nie-now et al., 1996; Schuler and Fischer, 2009; Werder et al., 2010b). However, as expected from the time scale analysis above, this system produces discharge hydrographs that are quite similar in shape to the sum of the two recharge hydrographs (Fig. 10b), with a large normalized cross-correlation coefficient of 0.99.

Interestingly, the slight hydrograph modification that does occur results in a discharge peak that is higher than the total recharge peak, as water that backed up into the infeeder is released near the time of peak discharge.

If we increase the infeeder reservoir area from $A_{R,in} = 100 \text{ m}^2$ to $A_{R,in} = 5000 \text{ m}^2$, this increases the infeeder response time by a factor of 50, so that $\gamma_{in} \gg 1$. The response of this system is notably different (Fig. 10c and d). Large quantities of water reverse into the infeeder, because it cannot equilibrate quickly. Long after the recharge pulse, the infeeder reservoir continues to drain the water that accumulated there. For this case, the junction interaction results not only in a broader discharge curve, but also a complex shape that is a function of the system geometry. Here, the normalized cross-correlation coefficient has dropped to 0.84.

The analysis here suggests that there is a significant set of arborescent reservoir-constriction networks, where reservoir surface areas are modest and hydraulic response times are consequently short, for which the simple response time approach also applies, without any correction for the dynamics of junctions. Notably, our first example case seems much closer to a typical alpine glacier than the second case, which has a large reservoir ($5000 \text{ m}^2$) feeding the infeeder. Additionally, infeeder response time provides a tool for estimating whether junction effects are likely to be important for a particular system geometry.
5.2. Linked-cavity flow systems

During the winter and early spring, when recharge rates are low, it is thought that subglacial flow occurs primarily through a distributed network, such as a system of linked-cavities (Walder, 1986; Kamb, 1987), extensive subglacial films (Weertman, 1972; Walder and Hallet, 1979; Sharp et al., 1990), or a porous medium at the base of the glacier (Fountain, 1994; Hubbard et al., 1995). Since such a flow system typically consists of a broad network of interconnected flow paths, it is quite different from the simple systems considered in Section 4, or the arborescent systems considered in Section 5.1. However, we show here that the single-element approach can be modified to approximate distributed flow in the linked-cavity case. A similar approach may be possible for other types of distributed systems, though we do not explore that in detail here.

For linked-cavities most of the head loss occurs within orifices (Walder, 1986) and the linked-cavity model can be conceptualized as a two-dimensional network of pipes, where each pipe represents a small orifice connecting two adjacent cavities. Kamb (1987) made this assumption when he calculated the total discharge of the linked-cavity system by summing over all of the independent flow paths across a transect of the glacier, and Arnold et al. (1998) use a similar approach of many small diameter parallel pipes to represent a distributed flow system.

Assuming that the input point is well-connected to the linked-cavity system, and the glacier is much longer than it is wide, so that the longitudinal gradients in hydraulic head are much larger than the transverse gradients, we can use the same approximation of many parallel pipes that was used by Kamb (1987) and Arnold et al. (1998). To extend the single-element model described above, we calculate the flow through parallel pipes connected to a single reservoir input point such as a moulin or crevasse (Fig. 11). Discharge through such a system is given by

\[ Q_{\text{cav}} = N_0 A_0 \sqrt{\frac{2g}{C_{10}} (h_{\text{in}} - h_{\text{out}})}, \]

where \( N_0 \) is the number of independent orifices (or flow routes), \( A_0 \) is the typical orifice cross-sectional area, \( h_{\text{in}} \) is the hydraulic head at the input point, and \( h_{\text{out}} \) is the hydraulic head at the downstream end of the glacier. \( C_{10} = 1 + f_0 (AD_{H,0}) \) is a modified friction factor, where \( D_{H,0} \) is a typical orifice hydraulic diameter, \( A \sim L_c A_0 \) is head gradient concentration factor, which is roughly equivalent to the ratio of typical cavity lengths, \( L_c \), and orifice lengths, \( L_0 \), when \( L_c \gg L_0 \), \( L_0 \) is the flow path tortuosity, and \( L_0 \) is the straight-line distance from the recharge point to the snout of the glacier.

If the linked-cavity flow Eq. (12) is substituted for the single pipe flow equation in the derivation of reservoir-constriction response time, we obtain a response time for a reservoir connected to a linked-cavity flow system,

\[ \tau_{\text{cav}} = \frac{A_0 C_{10} R_{\text{peak}}}{2g N_0 A_0^2} \approx \frac{A_0 f_0 C_{10} R_{\text{peak}}}{2g N_0 A_0^2 D_{H,0} A_0^2}. \] (13)

Here the reservoir area \( A_R \) can represent the surface area at a single input point that feeds many parallel flow paths, or the sum of areas at a number of input points that feed the parallel flow paths. So long as the area is partitioned evenly between flow paths, the equations for these two physical systems are the same. For realistic cases, the sum of all constriction lengths in a flow path will be much greater than the typical hydraulic diameter of an orifice, and then the approximation on the right of Eq. (13) holds. If we approximate the orifice geometry as rectangular, with a width, \( W_0 \), much larger than the height, \( H_0 \), then Eq. (13) becomes

\[ \tau_{\text{cav}} = \frac{A_0 f_0 C_{10} R_{\text{peak}}}{2g N_0 A_0^2 D_{H,0} W_0^2}. \] (14)

Therefore, the linked-cavity response time is most strongly dependent upon the height of the orifices, and then on the orifice number and width.

As for the single flow path reservoir-constrictions, we run a set of 500 randomly generated linked-cavity flow simulations. For model parameters we use the ranges in Table 2 with the following additions: 0.1 m < \( W_0 < 3 \) m, 0.01 m < \( H_0 < 0.2 \) m, 2 < \( N_0 < 20 \), 1 < \( \omega < 4 \), 5 < \( A < 10 \). We further require that the orifices be low and wide, with \( H_0 / W_0 < 0.1 \), and orifice width is held constant throughout each simulation (i.e. melting and creep are only applied to the ceiling).

Fig. 11. The flow model that we use to represent a linked-cavity flow system. Recharge enters through a crevasse or moulin and is channeled into \( N_0 \) different constricted pipes with cross-sectional areas \( A_0 \). The head loss is assumed to occur primarily in the constrictions so that each pipe has an equivalent length of \( L_0 A_0 / L_c \).
We begin each simulation with a short equilibration period. If this is not done, we find that essentially all of the systems are recharge-dominated, and therefore it is difficult to verify the validity of the response time specified by Eq. (13). This suggests that, despite the relatively small orifice sizes, which are even smaller than the range listed above due to the equilibration period, the linked-cavity networks are more recharged-dominated than single conduits for the parameter distributions we have sampled for each system type. Fig. 12 shows that a modified form of $\gamma$, which uses the response time from Eq. (14), can be used to characterize the recharge–discharge responses of linked-cavity flow systems. The derived response time holds for systems that can be represented as parallel pipes (Fig. 11).

6. Do sharply-peaked hydrographs imply a channelized subglacial drainage system?

During the course of a melt season, proglacial hydrographs typically become narrower and more sharply peaked with shorter lags between peak melt and discharge (Fountain, 1992, 1996; Nienow et al., 1998; Hannah et al., 1999; Willis et al., 2002; Swift et al., 2005; Bartholomew et al., 2011). Fountain (1992) argues that these effects are largely the result of evolution and removal of the snowpack. However, authors continue to discuss the possibility that they are due to changes in the subglacial drainage system (Raymond et al., 1995; Swift et al., 2005; Jobard and Dzikowski, 2006; Flowers, 2008). Furthermore, snow pack removal and conduit development are thought to occur concurrently, as sharply peaked recharge input from bare portions of the glacier surface provide a likely mechanism for enlarging conduits and destabilizing a distributed flow network (Nienow et al., 1998). A relevant question is whether such peaked proglacial hydrographs require the presence of a well-developed conduit network. That is, will a distributed network always modulate sharply peaked recharge hydrographs to produce broader proglacial hydrographs, or will these peaked hydrographs sometimes pass through the system unchanged?

Within the simulation set above, where linked-cavity system parameters were chosen within a reasonable range, a large number of models are recharge-dominated and therefore do not modulate their recharge signals. We illustrate this point with two example flow geometries, one a single conduit and one a linked-cavity system. For each example geometry we simulate the response with two different recharge hydrographs. One is a broad, low peak hydrograph representative of muted recharge in the presence of snow cover ($\sigma = 9$ h and $R_{\text{peak}}/R_{\text{base}} = 1.5$). The other is a narrower, higher peak hydrograph representing recharge after the removal of snow ($\sigma = 3$ h and $R_{\text{peak}}/R_{\text{base}} = 3.0$).

Both example systems are started with conduit (or orifice) dimensions near equilibrium for a base recharge of 0.15 m$^3$ s$^{-1}$ and ice thickness of 200 m. The initial conduit diameter is 0.5 m, and initial orifice height is 0.05 m. A constant orifice width of 0.2 m is assumed, and we use values of $N_b = 25$, $\omega = 4$, and $A = 10$. For both systems, $L = 2000$ m, $A_p = 10$ m$^2$, and $f = 0.1$. These systems could be considered fairly typical for a conduit or linked-cavity network fed via a crevasse or large moulin, yet neither of them significantly modifies its recharge hydrograph (Fig. 13). In fact, the responses of the conduit and linked-cavity network are strikingly similar. In physical terms, neither example system is able to significantly change its storage volume during the recharge pulse. Therefore sharply-peaked discharge hydrographs that occur following the removal of the snowpack are not conclusive evidence that a channelized flow system is indeed present, because at least some types of distributed flow systems, such as a linked-cavity network, can display recharge-dominated behavior.

7. Discussion and conclusions

Proglacial hydrographs are known to evolve throughout the season. However, there is no broad agreement about the extent to which these hydrographs can be modulated by englacial and subglacial hydrological systems (Fountain, 1992, 1996; Nienow et al., 1998; Hannah et al., 1999; Swift et al., 2005; Jobard and Dzikowski, 2006; Flowers, 2008). We have employed a tool, the hydraulic response time, that quantitatively connects the geometry of a given conduit flow path with the ability of that flow path to influence hydrographs. In an analysis of single conduit flow paths, we find that the modulation of hydrographs by conduits is limited to cases where conduits are connected to larger storage volumes, such as crevasses and lakes, that can be filled and drained. We also find that linked-cavity systems, to the extent that they can be represented as a system of parallel pipes, are also unlikely to alter recharge hydrographs without the presence of large reservoirs. In order for system discharge hydrographs to differ significantly from recharge hydrographs, the system must have a
changing storage volume that is significant compared to daily discharges. Our results suggest that the changing storage volume provided by the filling and draining of the conduits themselves is almost never significant in comparison to the discharge capacity of the conduits.

If our linked-cavity flow model captures the behavior of any real subglacial distributed systems, the example cases in Section 6 demonstrate that peaked hydrographs are not a clear indicator of the presence of a channelized conduit system. That is, some subset of distributed flow networks can transmit peaked recharge hydrographs. A porous medium simulation by Fountain (1992) of discharge through a subglacial debris layer demonstrates the transmission of sharply peaked hydrographs through a quite different type of distributed flow system, adding further support to our conclusion.

While some distributed systems will allow transmission of sharply peaked hydrographs, a wide variety of different types of distributed systems are thought to exist in nature, such as subglacial aquifers, permeable subglacial tills, thin films, and linked-cavities. The properties of each type of distributed flow system will also vary appreciably from one site to another. There are certainly ranges of this broad parameter space where distributed systems will exhibit sufficient changes in storage capacity over short enough time scales to produce significant modulation of diurnal melt pulses.

One complexity that we have not considered explicitly is the interactions between conduits and distributed flow systems that can drain and fill storage volumes within the till and at the ice-bed interface (Alley, 1992, 1996; Hubbard et al., 1995; Flowers, 2008). Simulations by Flowers (2008), which use a 1-dimensional model that couples conduits, a distributed flow system represented as a compressible porous medium, and a subglacial aquifer, show that the distributed network can have a significant effect on proglacial hydrographs. They note that glaciers coupled to more permeable substrates have more capacity to dampen the flood pulses propagating through the system. In these simulations, the distributed flow network is capable of damping the recharge curves because the volume of water stored in it is changing appreciably over diurnal time scales.

Ice dynamics can also play a role in hydrograph modification in some cases. During diurnal melt pulses, a glacier can be temporarily lifted from its bed in the vicinity of conduits, allowing periodic exchange of water between the conduit and voids created between ice and till (Stone and Clarke, 1993). Clarke (1996) modeled this process using a non-linear elastic reservoir, a model that might adapt itself to the type of analysis developed in this work. In cases where such volumes are sufficiently large in comparison to daily discharges, they could influence recharge–discharge relations. At a larger scale, draining lakes can result in significant uplift of the ice (Das et al., 2008; Shepherd et al., 2009), with correspondingly large storage volumes filling over short time scales.

An additional simplification of the models developed in this work is that they primarily consider the reservoir surface area and recharge associated with a single input point. Glacial hydrological systems will typically contain many input points with associated storage volumes and recharges. We have considered parameter ranges, for both surface area and recharge, that are appropriate for single inputs. Therefore, it seems possible that the calculation of $\gamma$ could be extended to larger networks, either by calculating $\gamma$ values for all major inputs and performing a discharge-weighted average, or by summing total reservoir areas and recharges over the entire system and using a representative conduit diameter. However, developing such an approach would require significant additional simulation work to verify the proper formulation.

The fundamental concepts that underlie our approach, hydraulic response time, recharge time scale, and changes in reservoir volume, can potentially be applied to investigate the recharge–discharge relations of other types of distributed flow systems and the effects of exchange of water between conduits and porous distributed flow systems or gaps at the ice-bed interface. Covington et al. (2009) provide a brief discussion of how porous medium response times can be derived, and this would be applicable to cases where recharge occurs directly into a porous medium distributed flow element. Exchange flows between conduits and other storage elements are analogous to the interactions that occur at conduit junctions, and similar techniques may apply. For example, a porous medium surrounding a conduit can be treated as a type of reservoir, and its ability to affect proglacial hydrographs will depend critically on the storage volume of the reservoir and the time scale over which it can fill and drain. In analogy with junctions in conduit systems, to modulate hydrographs, exchanges between storage elements and conduits during recharge pulses must be significant in comparison to the discharge through the conduit system. For storage elements that are saturated and relatively incompressible, as may often be the case with basal crevasses (Harper et al., 2010), the volume is essentially fixed and no hydrograph modification will occur.

Given the prevalence of recharge-dominated hydraulic responses, even in arborescent systems and our simplified model of a linked-cavity system, we conclude that sharply-peaked proglacial discharge hydrographs are unreliable indicators of a channelized conduit system, unless combined with an accurate accounting of glacial recharge. Similarly, dispersed hydrographs may not be indicative of a distributed subglacial flow system. In conclusion, proglacial hydrographs are controlled by a number of factors, including surface melt rates, surface routing, and subglacial routing. While the first two factors will always play an important role, subglacial processes influence the hydrograph to a varying degree, depending on the exact structure of the network. Since hydrographs can be strongly controlled by recharge, and, in turn, discharge is a first-order control over other proglacial signals such as chemographs and tracer breakthrough curves, quantifying recharge is crucial in future field studies of proglacial time series.
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