Seasonal seismicity at western United States volcanic centers
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Abstract

We examine 20-yr data sets of seismic activity from 10 volcanic areas in the western United States for annual periodic signals (seasonality), focusing on large calderas (Long Valley caldera and Yellowstone) and stratovolcanoes (Cascade Range). We apply several statistical methods to test for seasonality in the seismic catalogs. In 4 of the 10 regions, statistically significant seasonal modulation of seismicity (>90% probability) occurs, such that there is an increase in the monthly seismicity during a given portion of the year. In five regions, seasonal seismicity is significant in the upper 3 km of the crust. Peak seismicity occurs in the summer and autumn in Mt. St. Helens, Hebgen Lake/Madison Valley, Yellowstone Lake, and Mammoth Mountain. In the eastern south moat of Long Valley caldera (LVC) peak seismicity occurs in the winter and spring. We quantify the possible external forcing mechanisms that could modulate seasonal seismicity. Both snow unloading and groundwater recharge can generate large stress changes of >5 kPa at seismogenic depths and may thus contribute to seasonality.
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1. Introduction

Considerable progress has been made during the past several decades toward better understanding of volcanic processes and mitigating volcano hazards. Much of this progress has been achieved by increasing the density and sophistication of seismic networks in active volcanic areas. Patterns of seismicity in the western United States following large and remote earthquakes suggest that triggered seismicity is more likely to occur in the relatively hot, weak crust of volcanic areas [1–3]. Several mechanisms have been proposed to explain this phenomenon including rectified diffusion [4], changes to the state of fault surfaces from dynamic stresses of mainshock events [5], changes to the state of magma bodies caused by dynamic stresses from a distant earthquake [6,7], and fluid pressure variations in pores and fractures as large seismic waves pass through a region [8–10]. Further, Gao et al. [11] found that in parts of California the timing of earthquakes was annually modulated for 5 yr following the magnitude 7.3 Landers earthquake, with more earthquakes occurring in the latter half of the year, especially in hydrothermal and volcanic areas. They concluded that the annual pattern is probably induced by an external stress, possibly barometric pressure variations.

Other studies have suggested that seismicity in both continental volcanoes and sub-seafloor hydrothermal systems can be modulated by daily Earth tides [12–
and by climatic forces that have an annual period [15–18]. The suggestion that large-scale, global climatic forcing may influence seismic activity [19,20] is of particular interest because it suggests that volcano hazard assessment and monitoring efforts should take into consideration both seasonal and long-term climate variability.

In studies of volcanic areas where seasonal seismicity has been detected, the maxima in seismic activity appear to occur 1 to 6 months after the majority of snowmelt [15,17,18]. Based on this lag period, it has been proposed that the earthquake triggering mechanism is the diffusion of pore pressure to the earthquake nucleation zone several kilometers beneath the volcano [17,18]. This mechanism is feasible under a narrow but plausible range of permeabilities, porosities, and water saturations. It has also been suggested that unloading of the snow pack is the mechanism for triggering earthquakes [15]. Since elastic rheology would imply that earthquakes should occur instantaneously following removal of the snow load, Heki [15] proposed that the lag time between snowmelt and seismicity represents the earthquake nucleation time, with larger delay periods expected for larger earthquakes.

In this study, we explore the extensive available data sets from active volcanic systems in the western United States, including stratovolcanoes of the Cascade Range and the large calderas at Yellowstone and Long Valley (Fig. 1). The regional tectonism in these areas provides the close-to-critical background stress necessary to allow seasonal triggering of seismicity. We apply a variety of statistical tests to the data sets to determine which systems (if any) have seasonal trends in seismicity, presumably modulated by external climatic forcing. We then discuss possible mechanisms to explain annual periodicity in seismic records.

2. Study areas

We investigate 10 volcanic systems in the western United States characterized by frequent seismicity: four stratovolcanoes in the Cascade Range (Mt. St. Helens, Mt. Hood, Lassen Peak, and Mt. Rainier) and six seismically active subareas at LVC and Yellowstone (Fig. 1). Each of the selected areas has at least 20 yr of available seismic records. In order to have meaningful statistical analyses, areas were only examined if there were at least 50 earthquakes with magnitudes greater than the minimum requirement for catalog completeness. Other volcanic areas such as Mt. Adams, Mt. Bachelor, Mt. Baker, Glacier Peak, and Mt. Shasta were excluded from the analysis because the seismic catalogs do not span long enough periods, are incomplete, or do not have a sufficient number of earthquakes during the 20-yr period of this study.

2.1. Cascade range

The Cascade Range extends approximately 1200 km from southern British Columbia to northern California. It is located on a tectonically active, convergent plate boundary between the North American and Juan de Fuca plates, and has been volcanically active for about 40 million yr. Several major Quaternary stratovolcanoes are in close proximity to populated regions, making it especially important to understand their seismic behavior.

We analyzed seismic patterns from four volcanoes that have sufficient data to support statistical analysis: Mt. St. Helens and Mt. Rainier in Washington, Mt. Hood in Oregon, and Lassen Peak in California (Fig. 1). Most seismic events in these four areas occur at relatively shallow depths. At Mt. St. Helens, most of the seismicity extends to depths of ~9 km below the mean station elevation, although there is a zone of concentrated seismicity that occurs at a depth of ~3 km [21]. At Mt. Rainier, most of the seismicity occurs in the upper 3 km of the crust [22]. The seismicity at Mt. Hood is more evenly distributed between the mean station elevation and a depth of 7 km [23]. At Lassen Peak, most of the seismicity occurs at depths of approximately 3–5 km [24]. Seismic records in Washington and Oregon are available through the Pacific Northwest Seismic Network (http://www.geophys.
2.2. Long Valley caldera

Long Valley caldera (LVC) is a 450-km² elongated depression located at the boundary between the Sierra Nevada and the Basin and Range provinces (Fig. 1). Cenozoic volcanism began approximately 3.6 to 3.0 Ma ago in response to Basin and Range extension [25]. Approximately 0.7 Ma ago, an eruption of 600 km³ of rhyolitic material caused the roof of a magma chamber to collapse and created the present-day caldera [26]. LVC has an active hydrothermal system, including hot springs, fumaroles, and mineral deposits [27].

LVC is extensively monitored, with a dense network of 18 seismic stations within the caldera and an additional 20 stations within 50 km of the caldera boundary. These stations are operated by the Northern California Seismic Network and the Nevada Seismic Network (http://quake.geo.berkeley.edu). Over the past 20 yr, most seismic activity has occurred in the south moat region of LVC [9]. Two seismically active regions of the south moat are separated by a narrow aseismic gap. For the statistical analyses, we separate the south moat into two subareas following this natural divide in seismicity. We also examine the pattern of seismicity at Mammoth Mountain, located outside the structural rim of the caldera west of the south moat. Seismic activity in this area is significantly shallower (depths of 3–7 km below mean station elevation) than in the south moat (depths of 5–10 km).

2.3. Yellowstone National Park

Yellowstone National Park and its surroundings (Fig. 1) are part of the Yellowstone plateau volcanic field that spans parts of Wyoming, Idaho, and Montana. The Yellowstone area is the most recent surface expression of a migrating, 17-million-yr-old volcanic center that can be tracked through southwestern Idaho. Three large Quaternary caldera-forming rhyolitic eruptions occurred in Yellowstone, the last occurring at 0.64 Ma [28]. At that time, an eruption formed the present-day caldera, which consists of two overlapping ring-fracture zones that form a topographic basin 85 by 45 km. Subsequently, smaller eruptive events occurred inside and around the caldera [28].

The Yellowstone Seismic Network comprises more than 20 seismometers located in and around the National Park (http://www.seis.utah.edu/catalog/ynp.shtml). Seismicity is concentrated in the western part of the Park, although it occurs throughout the caldera [29]. Earthquakes are generally confined to the upper 10 km of the crust.

We analyzed the seismicity in three regions of Yellowstone that are relatively well instrumented: (1) The Hebgen Lake/Madison Valley area in the northwestern portion of the Park, which had a major earthquake ($M=7.5$) in 1959 [30]; (2) Norris Geyser Basin, east of Madison Valley; and (3) Yellowstone Lake, in the southeast portion of the caldera, which hosts abundant hydrothermal activity [31].

3. Methodology

Our analyses are based on 20 yr of seismic data extending from January 1, 1984 to January 1, 2004. The density of the seismic arrays varies between locations, which affects the completeness of each seismic catalog. To ensure that measurement bias caused by station density and location does not affect the results of the statistical analyses, we examined a frequency–magnitude distribution for the earthquake sequences, as represented by $b$-values in the Gutenberg–Richter relationship:

$$\log_{10} N = a - bM$$  \hspace{1cm} (1)

where $N$ is the cumulative number of earthquakes with a magnitude $M$ and $a$ is a constant representing the rate of seismic productivity for a given localized area. Main shock–aftershock sequences typically yield $b$-values of $1$, whereas values less than 1 represent a loss of lower-magnitude earthquakes, possibly due to lack of instrument sensitivity and/or density. We use $b=1$ in the Gutenberg–Richter relationship to determine the minimum magnitude for completeness in the catalog, and exclude earthquakes with smaller magnitudes from the analysis (Fig. 2), whereas all earthquakes with greater magnitudes are included. In LVC, where there is a dense seismic network, we use a minimum magnitude of $M=1$; in the Cascade Range, we use a minimum magnitude of $M=1.5$; and in Yellowstone National Park, we use a minimum magnitude of $M=2$.

Seismometer malfunctions in the study areas may cause a bias toward increased seismicity during the summer because the stations tend to fail more often in the winter, due to storms, and because outages during the winter months tend to last longer, due to access difficulties. Excluding the smallest earthquakes (below the given magnitude cutoff for catalog completeness) makes it more likely that our results are not affected by this bias. Additionally, the limited data regarding the
timing of seismometer outages seem to indicate that not all seismic stations for a given area fail at the same time. To examine this possible bias quantitatively, we used a frequency–magnitude plot for 3-month intervals during the year (January through March, April through June, etc.). In these analyses, the minimum magnitude is the same as that of the full data set.

Information based on the cumulative seismic moment can also help identify seasonal patterns by showing whether large earthquakes occur during the same period as the highest frequency of earthquakes. We calculate the cumulative seismic moment, \( M_0 \), defined as \( M_0 = 10^{1.5(M + 0.73)} \), for each month and apply the same methodology as used for the number of earthquakes. Results for the seismic moment will more likely be dominated by the (few) larger earthquakes, whereas the total number of earthquakes emphasizes smaller, frequent earthquakes where a seasonal signal would more likely reside. By examining both types of information, we can determine whether more frequent and larger earthquakes tend to occur during the same time period.

Seismic events are binned monthly for each data set. We then group the data into 2-month, 3-month, and 6-month groups and use statistical analyses to determine whether the number of earthquakes per month for months in a given group over the 20-yr period is different than that for other groups. We apply ANOVA and Kruskal–Wallis (\( H \) test) variance tests [32] and the Schuster Random-Walk test [33,34] to each group and require a probability of 90% (\( p \)-value \( \leq 0.10 \)) for statistical significance. Groups are rotated throughout the year (i.e. January through June, February through July, March through August, etc.), such that we find the most statistically significant period of elevated seismicity. Earthquake sequences and the test results for 6-month groupings are summarized in Tables 1 and 2.

An ANOVA test compares the variances within two or more populations to determine if the means of the groups are statistically different. By using the variances, the test can determine if the difference between populations is due to random error (as would be detected by the variance) or by a true difference in means. In the case where an ANOVA test is applied to only two populations (such as the case with 6-month groups), it gives the same results as a Student’s \( t \)-test. One assumption inherent in an ANOVA test is that the variances in the sample populations are small. In the analyzed data, variances between groups can be quite large. We apply three methods of normalization to transform data and reduce the variances before ANOVA tests are performed, and compare the results to those obtained using non-normalized data. Data transformation is a process by which the original scale of measurement is converted to a new scale. In the first two methods, data are transformed using square-root and logarithmic functions, both traditional methods for normalizing data. In these two methods, either the square root or the logarithm, respectively, of the number of earthquakes per month is used in the ANOVA test as opposed to the original value [32]. The square-root method is ideal for cases where means are approximately proportional to the variances of their respective means. The logarithmic transformation is
The Kruskal–Wallis test is a rank-sum method that determines if random samples come from identical populations. By ranking the data instead of using the raw values, assumptions about the distributions of the populations are unnecessary. Therefore, we do not need to transform the data to use this test.

The Schuster Random Walk test has been applied in previous studies to assess periodic signals in seismicity (e.g. [13,14,35]). In this test, each seismic event is given a unit length and assigned an angle from 0° to 360°, depending on the day of the year (January 1 is given an angle of 0°). Each vector is plotted sequentially, tail to head, to create a random walk line depicting the timing of events. As the distance of the random
walk line from the origin increases, the probability for a non-uniformly distributed population increases. The path of the random walk line shows the sequential timing of earthquake events throughout the course of time series. A randomly distributed population will produce an average walkout length with a radius of \( R = 0.5\sqrt{\pi N} \) from the origin. The Schuster test provides an expression for determining the probability, \( P_{\text{rw}} \), that a randomly distributed population would exceed \( R \), based on the distance of the random walk, \( D \), for a given number of events, \( N \): \[
P_{\text{rw}} = \exp\left(-\frac{D^2}{N}\right).
\] (2)

If the end distance of the random walk exceeds a certain probability, the null hypothesis of random event phases can be rejected and the population may contain a nonrandom component \([33,34]\).

In many cases, close examination of Schuster test results reveals that one or more years dominate the random walk pattern, due to elevated levels of seismicity as compared to more typical years. The high-seismicity periods, likely caused by either magma intrusions or tectonic activity and unrelated to seasonal patterns, are classified as swarm periods. We develop a method to remove these periods from the catalog for each location (Appendix A). The seismic moment, which has both an angular vector (determined by the date) and a magnitude (determined by the moment), cannot be examined using a Schuster test. Another drawback of this test is that it may tend to overestimate the significance of the results \([36]\). Under some circumstances, it can also underestimate seasonality: as years of data are removed during deswarming, the length of the time series is reduced, decreasing the statistical significance.

4. Results

Data from 4 of the 10 regions show a statistically significant increase in monthly seismicity during a given time of the year, hereafter referred to as seasonality \((\text{Table } 1)\). Results from the different statistical tests did not agree in all cases, and we consider statistical significance of \(\geq 90\%\) in four of the six tests to be convincing evidence of seasonality. When data were grouped by 2- or 3-month groups, a statistically significant period of increased seismicity was not detected in any of the regions. However, at Yellowstone Lake, 2- and 3-month groups display seasonality in three of the six tests. In data from Mt. St. Helens, three of six tests indicate seasonality in 2-month groups, but not 3-month groups. The remainder of the discussion will refer to 6-month groups unless otherwise stated. Test results based on the cumulative monthly seismic moment show similar results to those that examined the number of earthquakes \((\text{Table } 2)\).

Certain statistical tests tend to overestimate the likeliness of seasonality. In particular, Schuster tests results indicate a non-random component in the distribution of earthquakes in 7 of the 10 regions, often in conflict with all other tests. In addition, data from some regions which prove to have a seasonal component based on ANOVA or Kruskal–Wallis tests are not identified using the Schuster test methodology. For two locations, yearly normalization appears to overstate the significance of seasonality as compared to the other tests. Other methods for data transformation, and the non-normalized data, all generally provided similar results, although sample population variances were high in the non-normalized and square-root transformation methods. We conclude that the best approach to assessing seasonality is to apply several statistical tests side by side in order to generate robust, plausible results.

In the Cascade Range, Mt. St. Helens is the only volcanic area where data show convincing evidence for seasonal seismicity. Four of the six statistical tests \((\text{ANOVA with square root, logarithmic, and yearly normalization), and the Kruskal–Wallis test) indicate elevated seismicity during May through November (\text{Table } 1; \text{Fig. } 3)\). \(p\)-Values range from 0.02 in the ANOVA test with yearly normalization to 0.05 in the ANOVA test with a square root transformation. The ANOVA test without normalization and the Schuster test do not indicate any trends in the timing of earthquakes. The cumulative seismic moment at Mt. St. Helens increases from May through December in all five statistical tests \((p\)-values ranging from 0.05 to 0.10\), consistent with the results based on the number of earthquakes. In the other three volcanic areas in the Cascades, statistical significance was met in only one of the six tests, leading us to believe that there is no detectable seasonal pattern to earthquake timing and magnitude. In contrast to an earlier study exploring seasonality at Mt. Hood \([17]\), our statistical analyses do not indicate seasonality there. This difference may be due to their data preprocessing and relatively short time series for use in power spectra, while we focus on a variety of standard statistical techniques of unprocessed data with comparison to normalized time series. We calculate power spectra of unprocessed data from areas with seasonal seismicity (discussed later) for comparison to other studies.

In LVC, data from both Mammoth Mountain and the eastern south moat region show seasonal modulation of
seismicity. At Mammoth Mountain, all six statistical tests indicate significance, with $p$-values ranging from $<0.001$ (Schuster) to 0.05 (ANOVA). Increased seismicity occurs from approximately May through December, depending on the test. Seasonality in the cumulative seismic moment is significant in four of the five analyses ($p$-values range from 0.005 to 0.07, excluding ANOVA). The timing of the elevated seismic moment coincides with that of the elevated number of earthquakes. In the eastern south moat, four of the six tests indicate significant seasonality ($p$-values range from $<0.001$ to 0.10, excluding ANOVA with logarithmic normalization and Kruskal–Wallis). Seismicity is elevated from October to May. The cumulative seismic moment also increases during October through May, with $p$-values ranging from 0.02 to 0.07, excluding Kruskal–Wallis. In the western south moat, there is evidence for non-randomly distributed seismicity in the ANOVA test with yearly normalization and the Schuster test. However, because the other tests do not show indications of increased seismicity during a portion of the year, we conclude that seasonal seismicity cannot be confirmed in this region.

At Yellowstone, Yellowstone Lake has elevated seismicity from July through December. This period is coincident with a period of lake level drop (http://volcanoes.usgs.gov/yvo/LakeLevelData1990-2003.txt). The increase in seismic activity is statistically significant in five of the six tests ($p$-values range from 0.003 to 0.02, excluding Schuster). Cumulative seismic moment is also elevated from July through December ($p$-values range from 0.03 to 0.08). Three statistical tests (ANOVA and ANOVA with square root and yearly normalization) show increased seismicity in both 2- and 3-month groups. The 2-month period of increased seismicity occurs between September and November, depending on the test. The 3-month period of increased seismicity occurs between September and December, again depending on the test. The data from Norris Geyser Basin and Hebgen Lake/Madison Valley display seasonality in Schuster tests; however, the variance tests indicate that events are randomly distributed.

Because of the possibility that seasonal variations in seismicity may be induced by external forcing at the ground surface [11,15,17,18], we use the same methodology to explore for seasonality in the upper 3 km of the crust only. If less than 50 earthquakes occur in the upper 3 km of the crust (as in the case of Mt. Hood and Lassen Peak), we use data from the upper 5 km. For each of the regions where we found convincing evidence of seasonal seismicity for both deep and shallow earthquakes, we found an equal or greater statistical significance in the
shallower portions of the crust. For 2- and 3-month groups, data from Mammoth Mountain, Hebgen Lake/Madison Valley, and Yellowstone Lake display seasonality (Table 2), indicating more focused periods of seasonality. In addition, data from the shallow crust at Hebgen Lake/Madison Valley suggest that seasonality there is statistically significant ($p$-values range from 0.03 to 0.09), with increased seismicity from June through December, depending on the statistical test (Table 2). Seasonality is also significant in 3-month groups and in three out of five tests in 2-month groups.

We calculated the power spectra for each region, using the complete data sets with daily binning. The power spectra of the full data set for the four volcanic areas with seasonal seismicity are shown in Fig. 4a. Only the data from Yellowstone Lake display a clear peak at a frequency of 365.25 days, although the Mammoth Mountain data set has a small peak at 384.47. Power spectra for the eastern south moat and Mt. St. Helens do not show evidence of annual cycles. We then calculated power spectra for seismic events in the top 3 km of the crust (Fig. 4b), which show stronger evidence.
for an annual period. The shallow data from both Yellowstone Lake and Mammoth Mountain show clearly defined peaks at 365.25 days, from Hebgen Lake/Madison Valley have a small peak at 384.47, and data from the eastern south moat have a small peak at 347.86 (Fig. 4b). Data from Mt. St. Helens and the remaining volcanic areas show no distinguishable peaks and therefore are not represented in the figure. Although 20 yr of data is relatively short for calculating the power spectra of an annual period, evidence for seasonality is apparent in four of the regions.

5. Discussion

Significant annual periodicity in seismicity occurs in 4 of the 10 study regions (Table 1) and in 5 of 10 areas if only the upper 3 km of the crust are examined (Table 2). The timing of increased seismicity varies between locations and spans the whole year (Fig. 3). One region has increased seismicity during winter, helping to reaffirm that the results are not significantly affected by seismometer malfunctions during the winter months. Because seasonality appears to be common, we explore the possibility that external forces with annual frequencies might trigger seismicity.

Triggered earthquakes can be induced by changing the magnitude of stresses on faults. Earthquakes may be induced by an increase in the effective stress normal to a fault, a reduction in effective stress parallel to a fault, or equal decreases in effective stress in all principal directions. Mechanisms such as snow unloading, solid earth tides, and barometric pressure variations increase/decrease in stress in the vertical direction, whereas groundwater recharge reduces effective stress in all principal directions by increasing pore pressure. Previous studies of static stress change have concluded that, in most cases, static stress changes of less than 10 kPa are not sufficient to induce seismicity [37–39]. In laboratory experiments, a strong correlation between periodic stress and failure occurs at amplitudes of 50 to 100 kPa [40].

5.1. Snow unloading

Heki [15] suggested that unloading of snow on the western flanks of the Backbone Range in Japan triggers seasonal (spring–summer) earthquakes with $M>7$. Removal of the snow load (up to 10 kPa) in the spring may cause failure in shallow faults and initiate earthquakes. The vertical stress change at the surface during snow unloading is equal in magnitude and opposite in sign to the pressure created by the maximum snow load during mid-March through mid-May. Unloading should reduce vertical stress and unclamp normal faults, but should be less effective in triggering seismic activity on strike-slip faults. Most of the volcanic areas examined here are dominated by normal faults, but oblique and strike-slip faults are also present [21,29,41–43]. The faults at Mt. St. Helens are primarily strike-slip, as inferred from focal mechanisms [21].

In the Cascades, LVC, and Yellowstone, seismicity peaks at times ranging from less than 1 month to 6 months after timing of maximum snow load (Fig. 3). Stresses produced by the surface load propagate to seismogenic depths essentially instantaneously. The lag time between the onset of snow melt (unloading) and increased seismicity is not consistent with the crust behaving elastically, and may reflect a number of processes including: (1) variability in the response of crack growth to stress in the fault zone [35]; (2) the ability of fluids to reach crack tips and thus cause crack propagation [44,45]; (3) viscoelastic effects of the crust, affecting the fracture propagation [46]; and (4) longer nucleation time required for larger earthquakes, whereas smaller earthquakes may be modulated by shorter-term disturbances such as daily tides [15].

The average snow water equivalent (SWE) for April 1, historically the period of maximum snow accumulation, ranges from 0.5 to 1 m in the volcanic regions that have seasonal seismicity (http://cdec.water.ca.gov/snow/current/snow/; http://www.wcc.nrcs.usda.gov/snotel/). These loads result in a near-surface stress of 5–10 kPa. There is no snow load data in the eastern south moat so we use values at Mammoth Mountain as an approximation.

The total stress at the surface (e.g. the snow load), $\sigma_e$, is borne by both the pore fluid and the rock matrix, reducing the effective stress at seismogenic depths. The portion carried by pore fluid is determined by a tidal efficiency factor, $\alpha$, which is dependent on bulk compressibility [47]:

$$\alpha = \frac{\beta_b}{\beta_b + \phi \beta_w}$$

where $\beta_b$ is bulk compressibility of the porous medium, $\beta_w$ is the compressibility of water, and $\phi$ is porosity. Thus the effective stress, $\sigma_e$, at depth is:

$$\sigma_e = \sigma_t - \alpha \sigma_i. \quad (4)$$

Assuming that bulk compressibility of volcanic rock ranges from $10^{-10}$ to $10^{-11}$ m$^2$/N, $\alpha$ is calculated to be 0.2 to 0.5. Given that seismogenic depths range from 2 to 8 km in the volcanic regions that have seasonality,
snow unloading may cause effective stress changes at seismogenic depths in the range of 1–6 kPa (Table 3, SWE load).

5.2. Groundwater recharge

Increases in pore fluid pressure caused by groundwater recharge can trigger seismicity by reducing the effective normal stress on faults. Unlike snow unloading, this process affects all fault types (normal, reverse, and strike-slip), because fluid pressure acts equally in all directions, independent of the stress tensor (e.g. [17]). Most groundwater recharge occurs during the spring as snowmelt infiltrates. The time required for the pressure pulse to diffuse from the surface to seismogenic depths, which is dependent on the hydraulic diffusivity and depth to the seismogenic zone, creates a lag time between peak recharge and peak seismicity.

The calculated pressure increase at the surface decays with depth, controlled by the hydraulic diffusivity and the depth to the region where seismicity occurs. Assuming that periodic groundwater recharge is in fact the cause of seasonal seismicity, a bulk hydraulic diffusivity can be calculated from the lag time, \( t \), between peak recharge and peak seismicity [17]:

\[
\kappa = \frac{\Psi z^2}{4\pi t^2} \tag{5}
\]

where \( \kappa \) is hydraulic diffusivity, \( z \) is the depth of seismicity, and \( \Psi \) is the period of the seasonal near-surface pore fluid pressure perturbation (1 yr).

To apply this equation, we assume that the medium is saturated from the surface to the depth of seismicity, and that the peak runoff time is June 1. The calculated hydraulic diffusivities range from 1.0 to 13.5 m\(^2\)/s in the volcanic areas with seasonality (Table 3). These calculated diffusivities are generally consistent with results of other studies in LVC and the Cascades [17,48–50]. The calculated hydraulic diffusivity at Hebgen Lake/Madison Valley is 1.5 m\(^2\)/s, generally consistent with seismic migration studies from that area that suggest values of 10 m\(^2\)/s [43].

The proportion of the near-surface pore-fluid pressure change that diffuses to a given depth is determined by the depth of seismicity and the hydraulic diffusivity [17]:

\[
\frac{P'}{P_0} = \exp \left( -\frac{z}{\sqrt{\Psi k}} \right) \tag{6}
\]

where \( P_0 \) and \( P' \) are the pressure changes near the surface and at depth, respectively. The amount of water table rise (e.g. the surface load) can be inferred from the SWE, the percent infiltration, and the porosity of the rock. For example, given an SWE of 1 m, 50% infiltration, and a rock porosity of 5%, the water table would rise 10 m. Because of the uncertainty in the percent infiltration and porosity, we calculate end-member possibilities for changes in the water table (20% porosity with 25% infiltration and 5% porosity with 50% infiltration). At LVC and Yellowstone Lake, more accurate estimates of the water-table variations are based on available well data (at LVC) and lake-level data (at Yellowstone Lake). The calculated water-table rise in the areas that have seasonality is 0.7–21 m, increasing the fluid pressure at the original water table by \( \sim 7–210 \) kPa (Table 3). Using the calculated hydraulic diffusivities, we calculate pressure changes of \( \sim 1–120 \) kPa at seismogenic depths (Table 3).

5.3. Barometric pressure

Annual barometric variations of 2 kPa have been proposed as a trigger for annual seismicity in LVC [11] and in the Philippines [16]. Mean annual barometric pressure variations of 2–4 kPa are similar to the ampli-

<table>
<thead>
<tr>
<th>Location</th>
<th>Depth (km)</th>
<th>SWE (m)</th>
<th>SWE load (kPa)</th>
<th>Lag (months)</th>
<th>( \kappa ) (m(^2)/s)</th>
<th>( \frac{P'}{P_0} ) (%)</th>
<th>( \Delta h ) (m)</th>
<th>( \Delta P_0 ) (kPa)</th>
<th>( \Delta P' ) (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mt. St. Helens</td>
<td>3</td>
<td>0.9</td>
<td>2–5</td>
<td>1</td>
<td>3.4</td>
<td>0.7</td>
<td>1–9</td>
<td>11–90</td>
<td>8–64</td>
</tr>
<tr>
<td>Eastern south moat</td>
<td>8</td>
<td>1.1</td>
<td>2–6</td>
<td>5</td>
<td>1.0</td>
<td>0.1</td>
<td>1–3</td>
<td>10–29</td>
<td>1–2</td>
</tr>
<tr>
<td>Mammoth Mountain</td>
<td>6</td>
<td>1.1</td>
<td>2–6</td>
<td>1</td>
<td>13.5</td>
<td>0.6</td>
<td>3–21</td>
<td>29–206</td>
<td>18–123</td>
</tr>
<tr>
<td>Yellowstone Lake</td>
<td>5</td>
<td>0.5</td>
<td>1–3</td>
<td>1</td>
<td>9.3</td>
<td>0.6</td>
<td>0.7–2</td>
<td>7–20</td>
<td>4–12</td>
</tr>
<tr>
<td>Hebgen L./Madison V.</td>
<td>2</td>
<td>0.6</td>
<td>1–3</td>
<td>1</td>
<td>1.5</td>
<td>0.6</td>
<td>0.8–6</td>
<td>8–61</td>
<td>5–36</td>
</tr>
</tbody>
</table>

Calculations for Hebgen Lake/Madison Valley apply to the upper 3 km of the crust only. \( \kappa \)=hydraulic diffusivity, \( \frac{P'}{P_0} \)=ratio of the pressure change at depth, \( P' \), to the pressure change in the near-surface, \( P_0 \), SWE=snow water equivalent, \( \Delta h \)=change in elevation of the water table due to complete melting of the SWE and associated groundwater recharge, assuming 25–50% infiltration and 5–20% porosity, \( \Delta P_0 \)=change in pressure at the ground surface, \( \Delta P' \)=calculated pressure at the seismogenic depth. SWE at the eastern south moat is based on data from Mammoth Mountain. \( \Delta h \) at LVC is based on well data and at Yellowstone Lake it is based on lake level.
tude of daily fluctuations (http://www.ncdc.noaa.gov/oa/ncdc.html). As with snow unloading, the total stress at the surface is partially carried by pore fluid. The change in effective stress at seismogenic depth is 0.4–2 kPa, which is likely insufficient to trigger earthquakes.

5.4. Solid earth tides

Daily earth tides with a strong ocean-load component have been inferred to modulate seismic activity at Pavlof volcano [12], Campi Flegrei [51], and the Juan de Fuca Ridge [13,14]. The amplitude of daily tidal variations exceeds 100 nanostrain at the systems examined here. Pole tides, caused by the wobbling of Earth’s rotational axis, have 12- and 14-month periods. Forces exerted by these tides at the study areas, however, are relatively small, and peak-to-peak amplitudes are <3 nanostrain.

For a linear-elastic, homogeneous, isotropic material, the strain induced by annual tidal loading can be converted to stress using the relation $\sigma = E\varepsilon$, where $\sigma$ is stress, $E$ is Young’s modulus, and $\varepsilon$ is strain. Applying a Young’s modulus of 70 GPa, stresses range from 0.1 to 0.2 kPa. These changes in pressure are likely insufficient to alter the stress regime; the change in pressure from annual tidal signals is <10–30% of other possible mechanisms.

5.5. Comparison of mechanisms

The stress changes induced by solid earth tides (<1 kPa) and barometric pressure variations (~2 kPa) are insufficient to have an effect on the seasonality of seismicity. Snow unloading and surface recharge generally create larger stress changes (Table 3). In most cases, groundwater recharge appears to be more significant. Snow unloading and groundwater recharge can both induce pressure changes at seismogenic depths of similar magnitude to the dynamic stresses inferred for remotely triggered earthquakes [3]. In the case of snow unloading, the change of stress at seismogenic depth appears to occur months before the period of elevated seismicity and we could potentially use this information to constrain the duration of earthquake nucleation and/or the viscous component of the mostly elastic upper crust [46]. The lag times are similar for Mammoth Mountain, Mt. St. Helens, Hebgen Lake/Madison Valley, and Yellowstone Lake (0.5–2.5 months). However, they are considerably longer at the eastern south moat (6 months). Increasing lag times do not correlate with increasing earthquake depth.

If snow unloading is the mechanism triggering seasonal earthquakes, one might expect a correlation between the number of earthquakes per year and the maximum SWE per year. We ranked the maximum yearly SWE and the number of earthquakes during the 6-month period of elevated monthly seismicity from 1 to 20 for the five regions that show seasonal seismicity, using only earthquakes from the upper 3 km

Fig. 5. Maximum SWE versus total number of earthquakes during the 6-month period of increased seismicity. Data are ranked from 1 to 20, based on the SWE and number of earthquakes, where 1 has the highest value. The highest ranking year and the lowest ranking year/years for the number of earthquakes are removed. Lines represent best fit to the data. (a) Regions with seasonality and little/no trend: circles, dotted line = eastern south moat, $R^2 = 0.01$; solid squares, dashed line = Mt. St. Helens, $R^2 = 0.04$. (b) Regions with seasonality and a stronger trend: diamonds, thin solid line = Yellowstone Lake, $R^2 = 0.24$; triangles, dot-dashed line = Hebgen Lake/Madison Valley, $R^2 = 0.75$; open squares, thick solid line = Mammoth Mountain, $R^2 = 0.39$. 

of the crust for Hebgen Lake/Madison Valley. The year with the greatest number of earthquakes (ranked 1) was removed from the data set, because in most cases the number of earthquakes in this year was an order of magnitude larger than in the rest of the years, and likely related to magmatic or tectonic activity as opposed to external forcing. Similarly, we removed the lowest ranking year(s) and years with ≤1 earthquake because years with very low seismicity were indistinguishable. Although the data show considerable scatter, three of the five regions show a moderate correlation between years with increased seismicity and years with greater snow load (Fig. 5).

Groundwater recharge causes calculated stress increases at the depth of seismicity that are typically larger than those induced by snow unloading (Table 3). The interannual variability in groundwater recharge is likely correlated with SWE and could also explain the moderate correlation between number of earthquakes and the magnitude of SWE (Fig. 5). Further, diffusion of pore-fluid pressure changes can most readily explain the lag time between groundwater recharge and the onset of seismicity. Hydraulic diffusivities calculated from the lag times generally fall within the large range of values determined empirically and theoretically. Longer lag times, like those observed at the eastern south moat at LVC, imply low hydraulic diffusivity and very small pressure increases. In some cases, such as in the Cascade Range, the water table can be far below the land surface [52]. In such instances, water would first have to reach the water table before pore pressure diffusion can begin. Additionally, if the pore pressure gradient is sufficiently above hydrostatic, as may be expected in some volcanic environments, pore pressure will not diffuse to seismogenic depths efficiently.

The pressure change at depth is calculated from an exponential function (Eq. (5) substituted into Eq. (6)) based on lag time and the groundwater recharge load. Therefore, assuming pervasive faults at all depths, critical increases in earthquake triggering pressures are reached earlier and at shallower depths for larger pore-fluid pressure perturbations, \( P_0 \) [17]. This expected result conflicts with the actual timing of earthquakes observed in Mammoth Mountain, where earthquakes in the upper 3 km of the crust occur approximately 1 month later than those in the full seismic catalog. Perhaps this is due to the heterogeneity of hydraulic properties in the upper reaches of the crust. Elsewhere, increased seismicity in the uppermost crust either precedes or occurs simultaneously with seismicity in the full data set, as one would expect.

6. Conclusions

We examine 20-yr seismic records from 10 volcanically active areas in the western United States for seasonal seismicity. In order to examine annual trends, we use a variety of statistical tests on both the full data sets and subsets of the data. By comparing the results of variance tests, random walk tests, and power spectra, we find convincing evidence of annual trends in seismicity for five regions.

The data from 4 of the 10 studied areas show a statistical significance of \( \geq 90\% \) for seasonal seismicity

![Fig. A1](image-url)
and data from 5 areas indicate a significance of ≥90% for seasonal seismicity in the upper 3 km of the crust. Four of those regions have pronounced annual peaks in power spectra for the upper 3 km of crust. In four of the five regions, seismicity peaks during the summer months, from approximately June through December. In the other region, increased seismicity occurs later in the year, from approximately November through April. In all cases, the cumulative seismic moment also increases during these periods.

We explored four possible triggering mechanisms for the observed seasonal seismicity. Both solid earth tides and barometric pressure variations cause changes in static stress of ≤2 kPa, likely insufficient to trigger seismicity. The static stress changes induced by snow unloading are as great as 5–6 kPa at Mt. St. Helens and LVC and somewhat lower at Yellowstone (1–3 kPa). Groundwater recharge may increase pore pressure at seismogenic depths by up to 120 kPa. Plausible values of hydraulic diffusivity, ranging from 1 to 13 m²/s, are obtained from the apparent lag time between peak recharge and peak seismicity. For most regions showing seasonal seismicity, there is also a correlation between the magnitude of the SWE and the number of earthquakes in that year.
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Appendix A

Schuster tests often reveal that one or more years of seismic data dominate the random walk pattern, indicating elevated seismic activity as compared to more typical years (Fig. A1a). The high-seismicity periods, likely caused by either magma intrusions or tectonic activity and unrelated to seasonal patterns, are classified as swarm periods. We define a swarm period as any period in which the Schuster Random Walk exceeds the average walkout length ($R$). This length, $R$, is dependent on the number of events in the time series; as the length of the time series increases, $R$ increases, which classifies less seismic sequences as earthquake swarms. However, with a longer time series, each year has a smaller effect on the overall distribution and therefore would not cause as severe a bias to the analysis results. In order to maintain a continuous time series, we remove a complete year of data surrounding the swarm period for the Schuster test analyses only. We determine the start and end dates of the excited year by establishing the day on which most seismic activity occurs and then removing half a year of data before and after that day. We use full data sets in determining minimum magnitude cutoffs and swarm periods. We then retest the reduced data sets using Schuster tests to quantify annual seasonal seismicity (Fig. A1b). The south moat of LVC experiences swarm sequences almost yearly. Other areas also exhibit relatively frequent, non-seasonal swarm sequences.
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